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Keywords: Coffee plants have gained popularity due to the unique aroma and flavor of

Coffee rust, Intelligent coffee beverages. Amid this popularity, challenges arise in controlling diseases

detection, Spots, YOLO  gch as leaf spot and leaf rust, which significantly reduce coffee production.
Therefore, a high-accuracy intelligent detection system is required to identify
types of diseases on coffee plants as an early intervention measure.The objective
of this research is to implement various pre-trained YOLO (You Only Look
Once) models for detecting diseases in robusta coffee plants based on leaf
images. This study utilizes three pre-trained YOLO variants, namely YOLOV5,
YOLOv7, and YOLOVS, with hyperparameter settings of 150 epochs, batch size
of 16, and learning rate of 0.001, while employing SGD (Stochastic Gradient
Descent) as the optimizer. The dataset consists of coffee leaf images captured
manually using a smartphone camera with 20 MP resolution, collected from the
Tegineneng Natar Experimental Garden, Agricultural Modernization
Implementation Center (BRMP), Lampung. The dataset was augmented with
techniques including shear, blur, and rotation. Based on the performance
results of the YOLO-based object detection models, the best-performing model
was YOLOVS, achieving mAP@50 of 99.5% and mAP@50:95 of 94.6%, with a
training time of 1.748 hours. Testing using YOLOVS yielded evaluation metrics
of 100% accuracy, 100% precision, 100% recall, and 100% F1-score for the
healthy leaf and leaf rust classes. Meanwhile, the leaf spot class obtained 94%
accuracy, 100% precision, 94% recall, and 97% F1-score.

Kata Kunci: Tanaman kopi menjadi populer karena produk minuman kopi yang memiliki
Bercak, Deteksi pintar, aroma dan rasa unik. Ditengah populernya tanaman kopi terdapat
Karat kopi, YOLO permasalahan dalam pengendalian penyakit seperti bercak daun dan karat daun
yang berdampak pada produksi tanaman kopi menurun. Sehingga dibutuhkan
sistem deteksi cerdas berakurasi tinggi untuk mengidentifikasi jenis penyakit
pada tanaman kopi sebagai langkah penanganan dini.Tujuan pada penelitian ini
adalah implementasi menggunakan variasi model pralatih YOLO (You Only
Look Once) untuk mendeteksi penyakit tanaman kopi robusta berdasarkan citra
daun. Penelitian ini menggunakan 3 jenis model pralatih dari YOLO yaitu
YOLOV5, YOLOv7 dan YOLOvVS8 dengan parameter hyperparameter yaitu 150
epoch, batch size 16 dan learning rate 0,001 sedangkan untuk optimizer yang
digunakan adalah SGD (Stochastic Gradient Descent). Dataset penelitian adalah
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citra daun tanaman kopi yang didapatkan dari pengambilan manual
menggunakan tools handphone dengan spesifiaksi kamera 20 MP berlokasi di
Kebun Percobaan Tegineneng Natar, Balai Penerapan Modernisasi Pertanian
(BRMP) Lampung. Dataset diberi augmentasi berupa shear, blur dan rotation.
Berdasarkan hasil kinerja model deteksi objek berbasis YOLO, model terbaik
yang didapatkan adalah YOLOvV8 dengan nilai mAP@50 sebesar 99,5% dan
mAP@50-95 adalah 94,6% dalam waktu training selama 1,748 jam. Testing
yang dilakukan menggunakan YOLOv8 menghasilkan nilai evaluasi metrik
yaitu nilai akurasi 100%, presisi 100%, recall 100% dan F1 score 100% untuk
kelas daun sehat dan daun karat. Sedangkan kelas daun bercak mendapatkan
nilai akurasi 94%, presisi 100%, recall 94% dan F1 score 97%.

PENDAHULUAN

Minuman kopi pada era saat ini menjadi salah
satu minuman popular, karena memiliki aroma dan
rasa yang unik (Araaf er al, 2024). Tanaman kopi
ditanam pada daerah tropis serta merupakan salah
satu sektor pertanian yang memiliki peran penting
dalam perekonomian di beberapa (Fragoso er al,
2025), khususnya di Indonesia. Kopi robusta (Coffea
canephora) sebagai salah satu jenis kopi dengan
produksi terbesar di dunia menghadapi beberapa
tantangan, salah satu yang paling signifikan adalah
penyakit dan hama yang menyerang tanaman,
sehingga mengganggu kualitas dan kuantitas
produksi (Fragoso et al, 2025; Naik er al, 2021).
Deteksi dini penyakit pada tanaman kopi menjadi
solusi mencegah  penyebaran
meminimalkan kerugian yang diakibatkan kuantitas
pemanenan kopi yang tidak maksimal (Paulos &
Woldeyohannis, 2022). Namun, metode deteksi
konvensional

untuk serta

yang bergantung pada observasi
manual oleh petani
dalam hal kecepatan, akurasi, dan skalabilitas, hal ini
disebabkan keterbatasan pengetahuan dan informasi
yang dimiliki petani terkait serangan hama dan
penyakit pada tanaman kopi (Gunawan et al, 2020;
Hidayat dkk., 2023).

Sejalan dengan perkembangan

masih memiliki keterbatasan

teknologi
komputer vision, pendekatan otomatis berbasis citra
semakin menunjukkan potensinya dalam bidang
pertanian cerdas (smart agriculture )(Yao & Huang,
2024). Mengingat hal ini, muncul alternatif yang
lebih cepat dan akurat, seperti penerapan teknik deep
learning, yang terbukti sangat efektif dalam analisis
gambar, menyediakan cara otomatis dan berkinerja
tinggi untuk mendeteksi penyakit dan hama secara
real time (Yao & Huang, 2024). Salah satu algoritma
yang populer dalam tugas deteksi objek adalah You

Only Look Once (YOLO), yang menawarkan

kecepatan tinggi dan akurasi yang baik dalam
mendeteksi objek secara real-time (Gope er al, 2024).
Algoritma ini telah mengalami beberapa evolusi dari
YOLOv3 hingga versi terbaru seperti YOLOVS5,
YOLOv7, dan YOLOv8, masing-masing dengan
peningkatan arsitektur, mekanisme pelatihan, dan
kemampuan multitugas (Gope et al, 2024). Ye et.al
melaporkan penggunaan model seri YOLO memiliki
keunggulan signifikan di bidang deteksi objek,
terutama dalam pemantauan tanaman, deteksi hama,
klasifikasi tanaman, penilaian kematangan buah, dan
tugas lainnya (Ye et al, 2025).

Inovasi-inovasi ini memungkinkan YOLO
berhasil diterapkan di berbagai bidang, termasuk
pertanian presisi, di mana deteksi otomatis penyakit
dan hama dapat memberikan respons yang lebih
cepat efektif terhadap yang
membahayakan produksi pertanian (Abid et al, 2024;
Cheng er al, 2024). Kombinasi presisi tinggi dan

dan ancaman

kecepatan deteksi menjadikan YOLO alat yang ideal
untuk membantu petani mengidentifikasi serangan
penyakit atau hama pada tanaman sejak dini,
meningkatkan  pengelolaan  tanaman, dan
mengurangi penggunaan pestisida dan input lainnya
secara berlebihan.

Beberapa penelitian menggunakan model
YOLO pada
keefektifan dalam mendeteksi penyakit dan hama

pertanian  telah menunjukkan
pada berbagai tanaman seperti Harmiansyah dkk.

mengimplementasikan YOLO untuk mendeteksi

hama dan penyakit pada tanaman mangga
(Harmiansyah et al, 2024a). Penelitian lainnya
melaporkan bahwa YOLO digunakan untuk

mendeteksi kematangan pada tandan buah segar
(TBS) kelapa sawit (Harmiansyah dkk., 2024b).
Penelitian ini bertujuan
mengembangkan sistem deteksi cerdas berbasis deep
learning untuk mengidentifikasi berbagai penyakit
pada tanaman kopi robusta menggunakan variasi

untuk
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model YOLO. Dengan membandingkan performa
antara beberapa YOLO, penelitian
diharapkan dapat memberikan solusi praktis dan
efektif dalam mendukung upaya pengendalian

versi ini

penyakit tanaman secara dini dan tepat sasaran,
sekaligus ~ mendukung pertanian
tradisional menuju sistem pertanian cerdas berbasis
teknologi.

transformasi

Pengumpulan Data

Anotasi Dataset

b

Prepocessing
Dataset

Gambar 1. Tahapan penelitian

Pengumpulan Dataset Citra Daun Kopi

Dataset didapatkan dengan pengambilan citra
gambar daun di kebun percobaan milik BRMP
Lampung yang berlokasi di Tegineneng, Natar.
Dataset dikelompokkan menjadi 3 klasifikasi
berdasarkan jenis penyakit yang menyerang daun
kopi dan daun sehat. Klasifikasi daun tanaman kopi
dilakukan dengan melakukan pengamatan lapangan
berdasarkan tanda-tanda serangan penyakit pada
tanaman kopi serta melakukan konfirmasi kepada
ahli penyakit tanaman kopi. Klasifikasi dataset pada
penelitian ini meliputi bercak daun, karat daun dan
daun sehat dengan masing-masing jumlah dataset

Deteksi Cerdas Penyakit Tanaman ...

BAHAN DAN METODE

Pengambilan data citra daun pada peneltiain
ini dilakukan di Kebun Percobaan Tegineneng Natar,
Balai Penerapan Modernisasi Pertanian (BRMP)
Lampung. Alat yang digunakan pada penelitian ini
yaitu handphone smartphone dengan spesifiaksi
kamera 20 MP yang digunakan untuk mengambil
citra gambar daun, laptop, google collaboratory, dan
roboflow. Objek pada penelitian ini yaitu daun kopi
varietas robusta. Penelitian ini memliki beberapa
tahapan penelitian yang disajikan pada Gambar 1.

Training Dataset

Validasi Dataset

Testing Dataset

Y

Augmentasi Dataset| ———

Evaluasi Model

berjumlah 1000 sehingga total keseluruan dataset
yang dikumpulkan berjumlah 3000 dataset. Penyakit
karat daun memiliki gejala yang dapat diamati pada
permukaan atas dan bawah daun, ditandai dengan
bercak-bercak bubuk bewarna kuning jingga, daun
yang terinfeksi akan muncul bercak kuning, lalu
berubah menjadi coklat (Harmiansyah dkk., 2023a;
Sugiarti, 2019; Siska dkk., 2018) sedangkan penyakit
bercak daun memiliki gejala bercak bewarna kuning
yang memiliki lingkaran, gelaja tersebut tidak
beraturan dan muncul secara acak (Sugiarti, 2019).
Ketiga klasifikasi dataset dapat dilihat pada Gambar 2.
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Gambar 2. Contoh kelas penyakit daun kopi: a) daun sehat, b) bercak daun, dan c) karat daun

Anotasi/Labeling Dataset

Anotasi/labeling merupakan proses pemberian
tanda atau identifikasi pada dataset berbentuk persegi
atau persegi panjang yang digunakan untuk menandai
lokasi dan ukuran suatu objek di dalam citra. Proses

IMG_20221126_111336_337x600.3pg

Annotations Annotation Editor
Daun Sehat

Delete

3 Daun Sehat

Unused Classes

No Tags Applied

anotasi menggunakan platform roboflow, anotasi
memberikan tanda berbentuk bounding box berbasis
koordinat ground-truth pada objek dataset daun kopi
robusta (Gambar 3) (Harmiansyah er al, 2023b).

Gambar 3. Proses anotasi/pemberian label pada dataset (pada daun bercak) menggunakan roboflow

Anotasi gambar digunakan untuk pelabelan
posisi dan kelas pada objek dalam gambar penyakit
dan gambar sehat (Aziz & Ernawan, 2023). Penelitian
ini menggunakan 3 kelas yang akan diberikan
label/annotasi untuk semua 3000 data gambar daun
kopi. Hal ini untuk memenuhi kebutuhan model
untuk mempelajari kelas (daun sehat, daun bercak,
daun karat). Gambar yang digunakan adalah single

object agar dapat menghindari kotak pembatas yang
dapat saling Dberirisan antar label/annotasi
(Mots’oehli, 2024).

Pengolahan Data

Penelitian ini menggunakan 3 model pra-latih
YOLO dengan 3 versi yaitu YOLOV5, YOLOV7, dan
YOLOVS sebagai instrumen perlakuan. Penelitian ini
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menggunakan beberapa perlakuan lainnya seperti
preprocessing, dan
hyperparameter. Instrumen penelitian secara detail
dapat dilihat pada Tabel 1.

Proses pengolahan data pada penelitian ini

augmentasi, optimizer

merujuk Gambar 3, yaitu training, validasi dan
testing. Dataset dibagi menjadi 3 yaitu 90% dataset

Tabel 1. Instrumen percobaan penelitian

Deteksi Cerdas Penyakit Tanaman ...

untuk training, 5% dataset untuk validasi dan 5% data
untuk testing. Pembagian merujuk pada
penelitian sebelumnya (Meilita & Yustanti, 2024)
yang melaporkan bahwa diperlukan 90% dataset
untuk training memperoleh nilai F1 score tertinggi
yaitu 0,747.

ini

No Model Pra-Latih Augmentasi Preprocessing Optimizer Hyperparameter
1 YOLOV5S Shear Auto Orient SGD 150 epoch
2 YOLOV7 Blur Resize 640 x 640 Batch Size 16
3 YOLOVS8 Rotation Learning Rate 0.001
Metrik Evaluasi Average Precision (AP)
Metrik  memperkirakan kinerja model Average precision (AP) dapat dihitung

pembelajaran mesin dengan membandingkan hasil
dengan tujuan yang diinginkan. Berdasarkan (Ye et
al, 2025), metrik yang umum digunakan dalam tugas
deteksi objek seperti presisi, presisi rata-rata rata-
rata, recall, dan Fl-Score digunakan untuk

mengevaluasi model YOLO.

Presisi

Mengukur seberapa akurat model dalam
memprediksi kelas positif. Presisi tinggi berarti
sedikit prediksi positif yang salah, presisi dihitung
menggunakan persamaan berikut ini (Ye et al, 2025):

TP

TP + FP

Dimana TP (true positif) merujuk kejadian
yang diidentifikasi dengan benar sebagai positif,

precision =

sementara FP (false positive) mewakili kejadian yang
diidentifikasi secara salah sebagai positif.

Recall

Recall mengukur kemampuan model untuk
mengidentifikasi semua contoh positif suatu kelas
dengan benar, dikenal juga sebagai sensitivitas atau
tingkat  deteksi. Dengan kata lain, recall
menunjukkan proporsi contoh positif yang benar-
benar telah diidentifikasi dengan benar oleh model
dalam kaitannya dengan jumlah total contoh positif
yang ada dalam data. Recall dihitung menggunakan
persamaan berikut (Upadhyay er al, 2025):

P

Recall = m

Dimana FN (false negative) instansi yang
salah diidentifikasi sebagai negatif

menggunakan persamaan:

AP = f 1P(R)
0

Dimana P(R) merepresentasikan presisi
sebagai fungsi recall.

Mean Average Precision (nAP)

Mean Average Precision (mAP) merupakan
metrik evaluasi yang merepresentasikan rata-rata
nilai presisi dari seluruh kelas pada berbagai ambang

batas Intersection over Union (IoU). Dalam
penelitian ini digunakan dua indikator, yaitu
mAP@0.5 dan mAP@0,5-0,95. Nilai mAP@0.5

mengklasifikasikan suatu prediksi sebagai benar
apabila tingkat tumpang tindih antara bounding box
hasil prediksi dan ground truth mencapai minimal
50%. Sementara itu, mAP@0,5-0,95 dihitung sebagai
nilai rata-rata mAP pada rentang ambang IoU mulai
dari 0,5 hingga 0,95 dengan interval tertentu. Secara
matematis, nilai mAP diperoleh dari rata-rata
Average Precision (AP) pada setiap kelas, di mana AP
diturunkan dari kurva Precision—Recall (Salsabila
dkk., 2025).

1N
AP=—E APi
m Nll l
i=

Dimana N merepresentasikan jumlah kelas
dan APi adalah presisi rata-rata kelas i

Intersection over Union (IoU)

Intersection over Union (IoU) mengukur
tumpang tindih antara kotak yang diprediksi oleh
model dan kotak aktual. Dihitung sebagai rasio antara
luas perpotongan |ANB| dari dua kotak dan luas
gabungan |AUB| di antara keduanya. Nilai IoU
berkisar dari O hingga 1, di mana 1 menunjukkan
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kecocokan sempurna antara prediksi dan kebenaran

dasar (Fragoso et al, 2025). IoU dihitung
menggunakan persamaan di bawah ini:
IolU = |A N B
Y = 1AuB]
F1-Score

F1 score merupakan indikator yang dievaluasi
untuk mengintegrasikan antara presisi dan recall,
yang dapat menyelaraskan presisi dan recall dari
model. Semakin tinggi F1 score menggambarkan
model semakin tangguh (Chen er al, 2021). Nilai F1-
score dihitung menggunakan persamaan berikut

(Albuquerque & Guedes, 2024):

Precision x Recall
F1—Score=2x

Precision + Recall

Deteksi Cerdas Penyakit Tanaman ...

HASIL DAN PEMBAHASAN

Training Configuration

Dataset training menggunakan 3 model YOLO
dengan pengaturan parameter yang sama untuk
setiap model YOLO yang digunakan, pengaturan
parameter dari proses training yaitu untuk optimizer
SGD sedangkan untuk Ayperparameter yang
digunakan meliput batch size 16, learning rate 0.001
serta 150 epoch dengan jumlah dataset berjumlah
3000 image. Hasil evaluasi performa model deteksi
objek menunjukkan peningkatan signifikan pada
metrik-metrik utama selama proses pelatihan.

. . . Precision Recall
metrics/precision metrics/recall 1.0
1.0 1.00
0.8 0.8
0.9 0.95
0.6 0.6
0.8 0.90
0.7 0.85 0.4 0.4
06 0.80 0.2 0.2
0.5
0.75 0.0 0.0
0 100 0 100 0 100 0 100
metrics/mAP 0.5 metrics/mAP_0.5:0.95 1o MAP@0.5 MAP@®0.5:0.95
1.0 : 0.8
F 0.8
0.9 0.8 0.6
0.6
0.8 0.4
0.6 0.4
0.7 0.2 0.2
0.4
0.6 0.0 0.0
0 100 0 100 0 100 0 100
(a) (b)
metrics/precision(B) metrics/recall(B)
1.000 1.00
0.975 0.98 4
0.950 0.96
0.925 0.94
0.900 0.92 4
0.875 0.901
0 100 0 100
metrics/mAP50(B) metrics/mAP50-95(B)
0.950
0.99 0.925 4
0.900
0.98 0.875
0.850 A
0.97 0.825 1
0.800 4
095 T T T T
a 100 0 100
(c)

Gambar 4. YOLO training configuration, a) YOLOvV5, b) YOLOvV7, c¢) YOLOVS
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Hasil dari training configuration dapat dilihat
pada Gambar 4 yang merepresentasikan kinerja
model saat proses training. Untuk YOLOvV5 dan

Deteksi Cerdas Penyakit Tanaman ...

stabil. Hal ini merepresentasikan bahwa model telah
mempelajari cara menghasilkan prediksi yang sangat
akurat tanpa banyak false positive. Setelah epoch

YOLOvV8 memiliki presisi yang meningkat dratis tertentu, presisi tidak lagi meningkat secara
diawal epoch (repitisi) mendekati nilai 1 kemudian signifikan.
Tabel 2. Nilai evaluasi metrik model YOLO

No Model Epoch Waktu Training (Jam) Presisi Recall mAP@50 mAP @50-95

1 YOLOV5 150 1,748 0,995 0,997 0,995 0,937

2 YOLOvV? 150 7,499 0,946 0913 0,966 0,837

3 YOLOv8 150 2,200 0,985 0,996 0,995 0,946

Evaluasi metrik untuk ketiga model YOLO Validasi Model

dapat dilihat pada Tabel 2. YOLOV8 secara umum Paraemeter dalam evaluasi model pada
memiliki performa terbaik dibandingkan YOLOvV5 penelitian ini vyaitu presisi confidence, recall

dan YOLOv7 dikarenakan YOLOvV8 menggunakan
strategi pelatihan dan augmentasi data yang lebih
baik, seperti Task-Aligned Assigner untuk alokasi
label dan Dynamic Label Assignment vyang
membantu meningkatkan presisi dan recall. Model
YOLO memiliki performa yang baik pada 150 epoch
(repitisi)(Gope et al, 2024).

Precision-Confidence Curve

—— Daun Bercak
Daun Karat
—— Daun Sehat
= all classes 1.00 at 0.883

0.4 0.6
Confidence

(a)

Precision-Recall Curve

Daun Bercak 0.995
Daun Karat 0,995
Daun Sehat 0.995
—— all classes 0.995 MAP@0.5

0.6

Precision

0.4

02 04 0.6

(c)

0.8

confidence, F1 confidence dan presisi recall. Evaluasi
matrik dilakukan berdasarkan jenis model YOLO
untuk menganalisis kemampuan model dalam
memprediksi 3 kelas objek.

Recall-Confidence Curve

— —— Daun Bercak
Daun Karat
Daun Sehat
= all classes 1.00 at 0.000

N\
|

0.2 0.4 0.6

Confidence

(b)

F1-Confidence Curve

Daun Bercak
Daun karat
—— Daun Sehat
= all classes 1.00 at 0.626

0.2 0.4 0.6

Confidence

(d)

Gambar 5 Performa evaluasi model YOLOV5: a) grafik presisi-confidence, b) grafik recall-confidence, c)
grafik presisi-recall, dan d) grafik F1-confidence.
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Berdasarkan Gambar 5a, nilai confidence
model YOLOV5 adalah 0,889 untuk mencapai presisi
1,00 untuk semua kelas. Hal ini merepresentasikan
bahwa YOLOvV5 memiliki performa yang sangat baik.
Threshold rendah menghasilkan lebih banyak false
positives (presisi rendah), sedangkan threshold tinggi
meningkatkan presisi tetapi dapat mengurangi recall.
Untuk nilai recall confidence dapat lihat pada
Gambar 5b, nilai confidence yaitu 0,00 untuk
mencapai recall 1,00 untuk semua kelas. Pada
Gambar 5c, grafik presisi recall yang digunakan
untuk mengevaluasi kinerja model klasifikasi,
terutama dalam konteks keseimbangan antara presiss

1.0

= —— Deun Bercak
- Daun Karat

- . —— Daun Sehal
Iy e — all classes 1.00 al 0,900
0.8 7 —

@
—
~

Precision

=
=

0.2

0.0 0.2 0.4 0.6 0.8 10
Canfidence

(a)

—— Daun Bercak 0.971
Daun Karat 0.949
" Daun Sehat 0.977
= all classes 0.966 MAP@0.5
08

0.6

0.4

0.2

00 02 0 e a8 10

(c)
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(ketepatan) dan recall (daya tangkap). Nilai yang
didapatkan adalah 0.995 pada nilai mAP@0,5. Hal ini
menunjukkan bahwa model memiliki akurasi yang
sangat tinggi dalam mendeteksi objek dengan IoU
threshold 0,5. sedangkan untuk nilai F1 confidence
dapat dilihat pada Gambar 5d yaitu sebesar 0,626
untuk mencapai nilai F1 1,00. Nilai-nilai ini
menggambarkan model memiliki kinerja yang baik
saat proses training (mempelajari dataset). Hasil ini
menggambarkan YOLOv5 mampu membedakan

antara kelas daun kopi sehat dan berpenyakit dengan
baik.

10

\ —— Daun Sehat

) \ = all classes 1.00 at 0.000
0.8 T

0.6

call

Pex

0.4 \\

0.2

0.0
0.0 0.2 0.4 0.6 08 L0

Confidence

(b)

1.0

—— Daun Bercak
—— Daun Karat
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Gambar 6 Performa evaluasi model YOLOvV7: a) grafik presisi-confidence, b) grafik recall-confidence, c)

grafik presisi-recall, dan d) grafik F1-confidence.

Gambar 6a  merepresentasikan  nilai
confidence YOLOvV7 dengan nilai 0,900 untuk presisi
1,00 untuk semua kelas. Grafik recall confidence
dapat dilihat pada Gambar 6b dengan nilai confidence
0,00 untuk mencapai nilai recall 1,00 pada semua
kelas. Grafik presisi-recall pada Gambar 6c¢
menunjukkan untuk semua kelas, nilai mAP@0,5
(mean Average Presisi at [oU=0,5) yaitu 0,965. Hal ini
menunjukkan bahwa model secara keseluruhan

memiliki akurasi deteksi yang tinggi pada level IoU
0,5.

Gambar 6d adalah representasi dari grafik
confidence-F1 Score yang digunakan untuk menilai
kinerja model klasifikasi dalam menentukan tingkat
kepercayaan yang dibutuhkan untuk prediksi positif.
Digunakan untuk menganalisis hubungan antara
tingkat kepercayaan dan nilai F1 Score untuk setiap
kelas dalam tugas klasifikasi. Di dalam grafik ini,
sumbu X mewakili tingkat kepercayaan, sedangkan
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sumbu Y mewakili nilai F1 Score, yang merupakan
rata-rata harmonis dari presisi dan recall. Garis-garis
yang berwarna masing-masing mewakili performa
model pada kelas "Daun Bercak", "Daun Karat", dan
"Daun Sehat" masing-masing, dan garis biru tebal
menunjukkan rata-rata kinerja model pada semua

Precision-Confidence Curve

—— Daun Sehat
= all classes 1.00 at 0,943

~

0.0 0.2 04 0.6 0.8 1.0

Confidence:

Precision-Recall Curve

Daun Bercak 0,995
Daun Karat 0.995

—— Daun Sehal 0,995

— all classes 0.995 mAP@0.5

0.0
0.0

02 0.4 0.6 0.8 10

(c)

Deteksi Cerdas Penyakit Tanaman ...

kelas, dengan nilai maksimum F1 Score 0,93 yang
dicapai pada tingkat kepercayaan 0,497. nilai metrik
ini menggambarkan kemampuan model mampu
mengenali objek (daun sehat, daun karat dan daun
bercak).

Recall-Confidence Curve

W —— Daun Bercak
‘ Daun Karat
1 ~—— Daun Sehat
— all classes 1.00 at 0.000

(b)

F1-Confidence Curve

(d)

Gambar 7 Performa evaluasi model YOLOVS: a) grafik presisi-confidence, b) grafik recall-confidence, c)

grafik presisi-recall, dan d) grafik F1-confidence.

Grafik presisi confidence pada Gambar 7a
menunjukkan kinerja model YOLOv8 melalui
perbandingan antara tingkat kepercayaan prediksi
dan tingkat presisi. Garis-garis yang berwarna
masing-masing mewakili performa model pada kelas
"Daun Bercak", "Daun Karat", dan "Daun Sehat"
masing-masing, dan garis biru tebal menunjukkan
performa model pada seluruh kelas dengan presisi
1,00 yang dicapai pada tingkat kepercayaan 0,943.
Gambar 7b merupakan grafik recall confidence model
YOLOvV8 dengan nilai confidence 0,00 untuk
mencapai nilai recall 1,00. Gambar 7c menunjukkan
performa model dalam mendeteksi objek dari setiap
kelas dengan berbagai threshold confidence. Untuk
semua kelas, nilai mAP@0,5 (mean Average Presisi at
IoU=0,5) yaitu 0,995, menunjukkan model secara
keseluruhan memiliki akurasi deteksi yang tinggi
pada level IoU 0,5. Nilai F1 Score 0,99 yang dicapai

pada tingkat kepercayaan 0,574, Hal ini

menunjukkan bahwa model ini memiliki kinerja
yang sangat baik pada berbagai tingkat kepercayaan,
dengan nilai F1 Score yang sangat dekat dengan 1,00,
yang menunjukkan akurasi prediksi yang sangat
tinggi dan seimbang antara presisi dan recall
Berdasarkan metrik evaluasi hasil penelitian ini lebih
baik dibandingkan penelitian sebelumnya (Meilita &
Yustanti, 2024), perlakuan augmentasi,
hyperparameter, Preprocessing dan optimizer yang
telah dilakukan mampu meningkatkan kinerja dari
model YOLOVS.

Confusion matrik memberikan informasi
mengenai distribusi gambar yang seimbang untuk
ketiga kelas pada training. Setiap kelas memiliki 1000
dataset gambar, jumlah dataset yang ideal untuk
melatih model deep learning karena model tidak akan
bias terhadap kelas tertentu. Confusion matrik
menyediakan ringkasan prediksi yang dibuat oleh
model dibandingkan dengan label data yang
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sebenarnya (Ghafar er al, 2024). Confusion matriks
digunakan untuk menilai kinerja model klasifikasi
dalam mengenali tiga kelas daun, yaitu "Daun
Bercak", "Daun Karat", dan "Daun Sehat". Matriks ini
menunjukkan seberapa banyak contoh dari setiap
kelas yang diprediksi dengan benar (diagonal) dan
seberapa banyak vyang diprediksi salah (luar
diagonal). Diagonal matriks menunjukkan tingkat
akurasi prediksi yang tepat, sedangkan nilai-nilai
yang tidak berada di diagonal menunjukkan tingkat
kesalahan prediksi. Berdasarkan Gambar 8a, YOLOvV5
sehat

daun bercak dan daun

0,33 I

untuk kelas

Confusion Matrix

Deteksi Cerdas Penyakit Tanaman ...

mendapatkan nilai 1 sedangkan kelas daun karat
mendapat nilai 0,98 pada proses validasi atau
dibandingkan hasil prediksi dengan data aktual. Nilai
confusion matrik YOLOv7 dapat dilihat pada Gambar
8b yaitu kelas daun karat dan daun sehat sebesar 0,96,
sedangkan kelas daun bercak sebesar 0,86. Model
YOLOv8 mendapatkan nilai 1 untuk kelas daun
bercak dan daun sehat sedangkan untuk kelas daun
karat mendapatkan nilai 0.98. secara keseluruhan
model YOLO mendapatkan nilai confusion matrik
yang baik yang merepresentasikan hasil kinerja
model yang baik saat dilakukan validasi.

Predicted

0,42

Confusion Matrix Normalized

Daun Bercak

Daun Karat

Predicted

Daun Sehat

Daun Sehat packground

0,33

Gambar 8. Confusion matrik model YOLO: a)YOLOV5, b) YOLOvV7, dan c) YOLOvS.

Testing

Pengujian dilakukan menggunakan model
terbaik berdasarkan performa F1 score, nilai F1 score
merepresentasikan keseimbangan antara precision
dan recall. Pada penelitian ini didapatkan model

terbaik adalah YOLOvVS.
menggunakan nilai confidence score 0,574 yang
didapatkan dari grafik Fl-confidence score pada
gambar, hal ini untuk mendapatkan hasil yang
seimbang antara presisi dan recall.

Testing  dilakukan
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Tabel 3. Perbandingan hasil testing model YOLOv8 dengan aktual

Prediksi
Daun sehat Daun karat Daun bercak
Daun sehat 50 - -
Aktual Daun karat - 50 -
Daun bercak - 3 47

Testing menggunakan 50 dataset gambar daun
untuk setiap kelas sehingga total dataset yang
digunakan sebanyak 150 gambar daun kopi. Hasil
prediksi dari model YOLOv8 dapat dilihat pada Tabel
3. Hal ini menunjukkan bahwa performa model
sangat baik untuk memprediksi kelas daun sehat dan

Tabel 4. Nilai Evaluasi matrik testing model YOLOv8

daun karat dengan nilai prediksi tepat untuk 50 data
setiap kelas, namun untuk kelas daun bercak model
YOLOvV8 mengalami kesalahan prediksi pada 3
dataset. Untuk keseluruhan model YOLOv8 memiliki
performa yang baik untuk melakukan prediksi
penyakit pada tanaman kopi varietas robusta.

Kelas Akurasi Presisi Recall F1-Score
Daun sehat 100% 100% 100% 100%
Daun karat 100% 100% 100% 100%

Daun bercak 94% 100% 94% 97%

Nilai evaluasi matrik dapat dilihat pada Tabel
4. Berdasarkan hasil pengujian model YOLOv8 pada
deteksi penyakit daun tanaman kopi, diperoleh
performa yang sangat baik untuk ketiga kelas. Model
mampu mencapai akurasi 100% pada kelas daun sehat
dan daun karat , dengan nilai presisi, recall, dan F1-
Score yang juga sempurna (100%). Hasil ini
menunjukkan bahwa model tidak melakukan
kesalahan dalam mendeteksi objek pada kedua kelas
tersebut. Sementara itu, pada kelas daun bercak ,
model memperoleh akurasi sebesar 94%, dengan
presisi 100%, recall 94%, dan F1-Score 97%,
mengindikasikan bahwa semua prediksi positif untuk

kelas ini adalah benar (tanpa false positive). Namun,
terdapat sedikit false negative yang menyebabkan
recall tidak mencapai nilai maksimal, sehingga model
sedikit kurang sensitif dalam mendeteksi semua
instance daun bercak yang ada. Secara keseluruhan,
hasil ini menunjukkan bahwa model YOLOv8
memiliki kemampuan deteksi yang sangat tinggi,
terutama dalam membedakan kondisi daun kopi yang
sehat dan terserang penyakit karat, serta cukup andal
untuk mendeteksi daun dengan bercak penyakit.
Untuk hasil testing yang dibandingkan dengan data
validasi dapat dilihat pada Gambar 9.

(b)
Gambar 9. Hasil deteksi pada testing dataset menggunakan YOLOVS, a) Klasifikasi aktual dari dataset, dan b)
Klasifikasi prediksi YOLOVS.
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Secara umum YOLOv8 memiliki kinerja yang
baik berdasarkan nilai evaluasi metrik dan hasil uji
testing yang menunjukan nilai F1 score mencapai
100% untuk prediksi daun sehat, 100% untuk daun
karat, dan 97% untuk daun bercak. Nilai ini
menggambarkan bahwa YOLOv8 dapat digunakan
sebagai model pra latih untuk mengidentifikasi
serangan hama dan penyakit berdasarkan citra daun
kopi robusta.

SIMPULAN

Berdasarkan hasil analisis perbandingan
kinerja model deteksi objek berbasis YOLO untuk
identifikasi penyakit daun tanaman kopi, YOLOVS
menunjukkan performa terbaik dengan nilai
mAP@50 sebesar 99,5% dan mAP@50-95 sebesar
94,6%, untuk kelas daun sehat dan karat nilai akurasi
mencapai  100%. Model ini
keseimbangan optimal antara presisi dan recall untuk
seluruh kelas, sehingga YOLOVS paling efektif untuk
mendeteksi kondisi daun secara akurat. Meskipun
YOLOV5 memiliki mAP@50 yang setara dan waktu
pelatihan yang lebih singkat (1,748 jam dibandingkan
2,200 jam pada YOLOVS), nilai mAP@50-95
YOLOvV5 lebih rendah, sedikit inferioritas dalam
aspek presisi dan recall dibandingkan YOLOvS. Di
sisi lain, YOLOv7 menunjukkan performa yang
relatif lebih rendah baik dari segi metrik evaluasi
maupun efisiensi waktu pelatihan, sehingga kurang
direkomendasikan untuk tugas deteksi spesifik ini.
Dengan demikian, YOLOv8 menjadi model pilihan

memberikan

utama untuk aplikasi deteksi dini penyakit daun kopi,

terutama ketika keakuratan prediksi menjadi
prioritas utama.
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