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Abstrak. Dalam industri minyak dan gas, katup seringkali mengalami erosi akibat diletakkan 

pada lokasi dengan tekanan dan suhu yang tinggi. Erosi pada katup dapat mengakibatkan 

kerugian besar pada industri minyak dan gas sehingga memerlukan antisipasi yang sedini 

mungkin. Untuk mengatasi permasalahan tersebut, dibuat model hybrid SARIMA-LSTM untuk 

melakukan prediksi massa erosi pada butterfly valve pada beberapa kondisi bukaan katup. Hasil 

pengujian menunjukkan model SARIMA-LSTM memiliki performa yang unggul dibandingkan 

model LSTM dan model SARIMA dengan nilai MSE pada bukaan katup 20° – 90° mencapai 

1E-06; 1E-06; 6.2E-05; 2.34E-04; 1.35E-07; dan 1E-06 secara berurutan. Model hybrid 

SARIMA-LSTM berhasil mengidentifikasi karakteristik non-linear dari data dengan 

mengidentifikasi nilai residu yang dihasilkan dari selisih prediksi model SARIMA dengan data 

aktual. Pengujian ini juga menunjukkan hasil bahwa kombinasi antara model SARIMA dan 

LSTM secara signifikan mempengaruhi performa model LSTM. Penelitian ini juga berhasil 

menggunakan model SARIMA-LSTM untuk memprediksi nilai massa erosi untuk 30 time-steps 

selanjutnya. Melalui penelitian ini diketahui bahwa model hybrid SARIMA-LSTM memiliki 

kemungkinan untuk diterapkan pada industri minyak dan gas guna membantu proses 

pengamatan massa erosi pada katup.  

 

Kata kunci:  butterfly valve, artificial intelligence, SARIMA, LSTM, massa erosi, deret waktu 

 

Abstract. In the oil and gas industry, butterfly valves often undergo erosion due to being placed 

in fluid flow with high pressure and high temperature.  Erosion on butterfly valves can result in 

huge losses so it requires early anticipation. To overcome these problems, a hybrid SARIMA-

LSTM model was created to predict the mass erosion of butterfly valves under several opening 

conditions. The results show that the SARIMA-LSTM model has superior performance compared 

to the conventional LSTM and SARIMA model with MSE values at valves opening 20° – 90° 

reaching 1E-06; 1E-06; 6.2E-05; 2.34E-04; 1.35E-07; and 1E-06 respectively. The hybrid 

SARIMA-LSTM model successfully identifies the non-linear characteristics of the erosion data 

by identifying the residual value resulting from the difference between the SARIMA model 

prediction and the actual data. This test also show that the combination of SARIMA and LSTM 

models significantly affects the performance of the LSTM model. This study also successfully 

used the SARIMA-LSTM model to predict the erosion mass value for the next 30 time-steps. 

Through this study, it is known that the SARIMA-LSTM hybrid model has the possibility to be 
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applied to the oil and gas industry to help the process of observing the erosion mass on the 

butterfly valve.   

 

Keywords: butterfly valve, artificial intelligence, SARIMA, LSTM, erosion mass, time-series  

1. Introduction 

Butterfly is a rotary valve with a seat element in the form of a disc that can be rotated 

to open and close the flow [1]. In the oil and gas industry, butterfly valves are used as an 

isolator and regulator of oil flow in the upstream segment. Butterfly valves are usually 

chosen because they have a simple shape, good durability, and are easy to operate [2]. 

Butterfly valves have a disc section located in the centre of the pipe and have a stem that 

connects the disc and actuator on the outside of the valve [3]. This type of valve is usually 

placed in a flow with high pressure and temperature [2]. The disc of this valve is always 

placed in the fluid flow, this makes the pressure drop always occur around the butterfly 

valve [3]. Due to its application in extreme fluid flow conditions, flow separation, 

secondary flow, and vortexes occur inside a butterfly valve [4]. This extreme condition 

makes the butterfly valves prone to leakage due to erosion [2]. 

In the oil and gas production process, the fluid flow from production wells often has 

contaminant particles in the form of solids such as salt, sulfur, and sand [5]. Particles in 

the fluid flow can hit the butterfly valve part, causing erosion which can ultimately result 

in valve passing (leakage) [2]. Erosion is a process of surface material loss resulting from 

recurrent collisions between the wall/valve surface and solid particle carried by the fluid 

and often occurs extensively in production, transmission, and processing equipment [6]. 

Researh show that 5-10% of valves in oil and gas industry are affected by internal leakage, 

which can result in economic loss, health and safety issues, or potetially to environment 

pollution [7]. This loss can be prevented by knowing the erosion rate of each valve so that 

it can be known then the valve needs maintenance or needs to be replaced.  

To date, there are several studies that discuss erosion on valves caused by solid 

particles in fluid flow. Liu et al. [8] conducted an erosion study due to solid particles on 

a butterfly valve. In the study, a CFD (Computational Fluid Dynamics) simulation model 

was created showing erosion due to two-phase flow by varying several parameters such 

as inlet velocity, particle mass fraction, and solid particle diameter. The result showed 

that the three parameters were directly proportional to the erosion rate of the butterfly 

valve. Lin et al. [9] conducted research about erosion on ball valves due to two-phase 

flow. In this study, a CFD-DEM (Discrete Element Model) model was made to determine 

the effect of valve opening and particle size on two-phase fluid flow and erosion 

characteristic in the ball valve. The result shows that under the condition of small valve 

opening degree, the erosion rate decreases as the particle diameter increases. Hanon and 

Ebrahimi [10] also conducted CFD simulation to investigate the erosion on butterfly valve. 

Erosion was observed by looking at the effect of several parameters, namely inlet pressure 

and valve opening angle. The result show that an increase in inlet pressure led to and 

increase in maximum velocity, turbulence intensity, shear stress, and particle erosion. 

However, turbulent intensity, particle erosion, and shear stress were reduced as the valve 

opening angle was decreased. At valve opening angle less than 50°, it was found that the 

parameter limitation decreased. Then, an increase in cavitation occurs when the valve 

opening is reduced and the inlet pressure is increased. It was found that the erosion at the 

front of the disk was due to particle erosion and the back due to cavitation erosion. Zhang 
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et al. [11] conducted CFD-DEM simulations to observe liquid-solid two-phase flow and 

erosion in Y-type Slurry valve with different seat structures. This study conducted an 

observation on velocity and pressure distribution and surface erosion of the valve parts. 

The simulation results show that the variation of particle diameter and inner angle of the 

valve seat sealing ring greatly impacts the erosion of the back surface of the valve body, 

the inner surface of the valve seat, and the front surface of the valve disc.  

Nowadays, the study of erosion on the valve is not only limited to the scope of CFD, 

but there is a development of the discussion to predict the mass erosion on oil and gas 

pipelines or valve using machine learning models. Othman et al. [12] conducted research 

about integration of CFD analysis and artificial neural networks for estimation of erosion 

rate in oil and gas pipelines. In this study, ANN (Artificial Neural Networks) models have 

been developed using data obtained from parametric studies of CFD simulations. The 

ANN model successfully predicted the maximum erosion rate on the bend pipe wall and 

show the similar pattern compared to CFD data with almost 95% comparable result data 

obtained with the error on RMSE (Root Mean Squared Error) is less than 10% . Wang et 

al.  [13] studied solid particle erosion prediction in elbows based on machine learning and 

swarm intelligence algorithm. In this study, they used several machine learning models 

such as BPNN (Back Propagation Neural Network), SVR (Support Vector Regression), 

ELM (Extreme Learning Machine) and KELM (Kernel Extreme Learning Machine) to 

predict erosion on gas-solid flow simulation. The results shows that KELM model has a 

better fit to the actual erosion values and considered as the optimal model.  Liu et al. [2] 

conducted research on the use of PSO-BP (Particle Swarm Optimizer-Back Propagation)  

model and PSO-LSTM (Particle Swarm Optimizer-Long Short Term Memory) to predict 

erosion on butterfly valves. In the study, the erosion rate was first examined through CFD 

simulation by varying valve opening and particle diameter. The result shows that erosion 

rate increased over time with larger valve openings. In addition, this study also showed 

that the PSO-LSTM model has a better ability than PSO-BP in predicting erosion rates. 

In this research, the authors try to improve the accuracy in predicting the erosion rate 

of butterfly valves by introducing a hybrid SARIMA-LSTM (Seasonal Autoregressive 

Integrated Moving Average- Long-Short Term Memory) model to predict the erosion rate 

of butterfly valves based on CFD simulation data. In this model, SARIMA is a type of 

statistical model that is appropriate for handling time series data. Meanwhile, LSTM is a 

type of RNN with the additional feature of being able to remember data sequences, 

remember data trends up to a certain point in time through several gates and memory 

paths. LSTM has the ability to learn long-term dependencies in data and is widely used 

to solve problems in time series data. The use of the SARIMA-LSTM hybrid model is 

intended to overcome the shortcomings of SARIMA to solve problem on non-stationary 

time series and the shortcomings of LSTM which require a long training time and 

difficulty in determining the right and perfect combination of parameters [14]. The 

SARIMA-LSTM hybrid model is expected to improve accuracy in predicting erosion 

rates which are time-series data. 

2. Research Methods 

In this study, erosion mass data obtained from Liu et al. [2] research. This dataset 

involves erosion mass data with different valve openings and the particle size is set to 0.2 
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mm. The dataset used is the erosion mass data obtained from CFD simulations with a 

total flow time of 10 s which has a size of 10000 time-steps with a step size of 0.001.  

 

Figure 1. Flow Diagram of SARIMA-LSTM Hybrid Model 

This study was conducted with three main stages such as preprocessing, 

processing, and post-processing (Figure 1).  

2.1 Pre-Processing Data 

In the pre-processing data stage, several processes are carried out to prepare data 

such as data cleaning, data normalization, and data splitting.  

2.1.1 Data Cleaning 

Data cleaning is a critical initial step to ensuring that the dataset is devoid of 

erroneous data.  This process aims to make the data ready for analysis [15]. This process 

is done by fixing or removing duplicate or irrelevant data.  

2.1.2 Data Normalization 

Data Normalization is a stage to transform or scale data into certain range to make 

an equal contribution of each feature. Data Normalization is important for improving data 

quality and machine learning performance [16]. In this study, the Min-Max 

Normalization method is used to change the data value so that it has a value in the range 

of 0 - 1 by utilizing the Python Sklearn library. Normalization basically aims to make the 

data more structured and can be easily analyzed by the SARIMA-LSTM model. The 

mathematical equation of the Min-Max normalization method is as follows:  

 

                 𝑋′ =
𝑋 − 𝑋𝑚𝑖𝑛

𝑋𝑚𝑎𝑥𝑋𝑚𝑖𝑛

 (1) 

2.1.3 Data Splitting 

Data splitting is a process to divide the data into several parts, namely train data 

and test data. This process aims to avoid overfitting, a condition where machine learning 

prevent us from perfectly generalizing the models to well fit observed data on training 

data, as well as unseen data on training dataset [17]. In this research, the data will be 

divided into training and testing dataset with a percentage of 80% and 20% respectively.  
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2.2 Processing Data 

The data processing stage is a stage that includes the process of training and 

testing the SARIMA model, calculating the residual value, fitting the LSTM model to the 

residual data, until the final result of the SARIMA-LSTM hybrid model is obtained.  

2.2.1 ARIMA 

Auto Regressive Integrated Moving Average (ARIMA) is a statistical method for 

forecasting univariate time series dataset [18]. ARIMA Model is a combination of 

Autoregressive (AR) which is a regression model of a variable against itself and Moving 

Average (MA) model which is a model to see the movement of residuals from the past. 

ARIMA models are intended to describe autocorrelation in data. 

 
Figure 2. ARIMA Architecture [19] 

The ARIMA model requires time series data with stationary characteristics. A stationary 

time series is a time series whose characteristics do not depend on the time of observation. 

A time series is classified as a non-stationary if the time series has a trend or seasonality 

or does not have drastic changes in the data. A stationary time series has constant 

fluctuations in value, and is independent of the time and variance of fluctuations in data 

value. Mathematically, the ARIMA model can be written as follows [20]: 

                   𝜙𝑝𝐵(1 − 𝐵)𝑑𝑦𝑡 = 𝜃𝑞𝐵𝜀𝑡  (2) 

Equation (2) can be changed into: 

                1 − 𝐵𝑑(1 − 𝜙1𝐵 − 𝜙2𝐵2 − ⋯ − 𝜙𝑝𝐵𝑝)𝑦𝑡 = (1 − 𝜃1𝐵 − 𝜃2𝐵2 − ⋯ − 𝜃𝑞𝐵𝑞)𝜀𝑡 (3) 

2.2.2 SARIMA 

The SARIMA model, or Seasonal Autoregressive Integrated Moving Average is 

an extension of the ARIMA model that can be used to predict time series data with 
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seasonal components. The SARIMA model has an order denoted as (𝑝, 𝑑, 𝑞)(𝑃, 𝐷, 𝑄)𝑆, 

where 𝑝 represents the non-seasonal component for autoregressive, 𝑑 is the non-seasonal 

component for differencing, 𝑞 is the non-seasonal component for moving average, 𝑃 is 

the seasonal order for autoregressive, 𝐷 is the seasonal order for differencing, and 𝑄 is 

the seasonal order for moving average [21].  Mathematically, the SARIMA model is 

expressed as follows: 

(1 − Φ𝐵𝑝)(1 − 𝜙1𝐵𝑠)𝑦𝑡(1 − 𝐵)𝑑(1 − 𝐵𝑠) = (1 − 𝐵𝜃)(1 − 𝜃𝐵𝑠)𝑒𝑡 (4) 

The data processing stage will begin by finding the SARIMA order using the help 

of the autoarima() library. The obtained SARIMA model order will be used in the model 

fitting process with training data. After that, the trained SARIMA model will be tested to 

predict the data based on the test data. Through this process, the residual value will be 

obtained. which characterizes the difference value between the actual erosion mass data 

and the erosion data predicted by the SARIMA model.  

2.2.3 LSTM 

The residual value obtained from the SARIMA model will be given to the LSTM 

model for the fitting process. Long-Short Term Memory (LSTM) is a type of Recurrent 

Neural Network (RNN) model that has the ability to learn long sequences of data and 

store long-term information that can be used to predict time series data [22]. LSTM has 

the ability to filter out redundant information. In simple terms, the architecture of LSTM 

is as follow: 

 
Figure  2. LSTM Architecture [23] 

LSTM architecture has a memory cell that is controlled by three gates, namely input gate, 

forget gate, output gate. Basically, these three gates allow the LSTM to effectively 

determine what information to add, delete, and remove from the memory cell [14]. 

Input gate serve to control what information will be added to the memory cell 

                 𝑖𝑡 = 𝜎(𝑤𝑖[ℎ𝑡−1, 𝑋𝑡] + 𝑏𝑖) (5) 

                𝐶𝑡̂ = tanh(𝑤𝑐[ℎ𝑡−1, 𝑋𝑡] + 𝑏𝑐) (6) 

Forget gate serves to remove information from the memory cell 
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              𝑓𝑡 = 𝜎(𝑤𝑓[ℎ𝑡−1, 𝑋𝑡] + 𝑏𝑓) (7) 

The output gate serves as place for information to leave the memory cell 

                     𝑜𝑡 = 𝜎(𝑤𝑜[ℎ𝑡−1, 𝑋𝑡] + 𝑏𝑜) (8) 

                      ℎ𝑡 = 𝑜𝑡 ⊙ tanh(𝑐𝑡) (9) 

This is what makes the LSTM network able to selectively maintain or delete information 

as long as data flows through the network and allows learning long-term dependencies. 

Furthermore, LSTM also has a hidden state that acts as short-term memory and will be 

updated based on input information, previous hidden state, and current memory state. 

2.2.4 Hybrid SARIMA-LSTM 

The final prediction results of the SARIMA-LSTM hybrid model are obtained by 

summing the predicted trend and seasonal components produced by the SARIMA model 

with the residual prediction values from the LSTM model. This process is based on the 

principle of additive decomposition. The additive model is a common approach that 

assumes the summation of seasonal, trend-cycle, and irregular components. 

Mathematically, it can be expressed as follows [24]: 

              𝑌𝑡 = 𝑆𝑡 + 𝑇𝑡 + 𝐸𝑡 (10) 

2.2.5 Model Evaluation  

In this study, the performance evaluation of the machine learning models was 

conducted using Mean Squared Error (MSE) and Root Mean Squared Error (RMSE). 

MSE measures the average of the squared differences between the predicted values and 

the actual data values. MSE serves as a useful parameter to determine the performance of 

the model. The smaller the MSE, the better the model’s performance. The MSE values is 

calculated using the following formula:  

𝑀𝑆𝐸 =
1

𝑛
∑(𝑌𝑖 − 𝑌𝑖̂)

2
𝑛

𝑖=1

 (11) 

Root Mean Squared Error (RMSE) is another machine learning loss metrics to test model 

performance of SARIMA-LSTM. RMSE measures the average differences between the 

predicted values of the machine learning model and the actual values. RMSE provides an 

estimate of how well a model can predict target values. The closer the RMSE value is to 

zero, the better the model’s performance in making predictions. The RMSE value can be 

calculated using the following equations:  

𝑅𝑀𝑆𝐸 = √∑
(𝑦𝑝𝑟𝑒𝑑𝑖𝑘𝑠𝑖,𝑖 − 𝑦𝑎𝑘𝑡𝑢𝑎𝑙,𝑖)

2

𝑛

𝑛

𝑖=1

 (12) 

2.3 Post-Processing Data 
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Finally, in the data post-processing stage, a comparison and analysis are 

conducted regarding the SARIMA-LSTM predicted result against actual data. 

Additionally, the hybrid SARIMA-LSTM model is used to forecast the erosion mass 

values for the next 30 time-steps.    

3. Results and Discussion 

Based on the experiments that have been conducted, we conduct an evaluation to the 

SARIMA-LSTM performance in predicting the erosion mass on 6 different datasets. 

Performance test done by calculating and comparing the MSE value between SARIMA-

LSTM, SARIMA, and LSTM models. Performance of each model can be seen on Table 

1. 
Table 1. MSE Values 

Valve Opening 
MSE 

LSTM SARIMA SARIMA-LSTM 

20° 1.2E-05 1.226E-03 1E-06 

30° 7.3E-05 3.72E-04 1E-06 

45° 1.39E-04 0.481952 6.2E-05 

60° 3.57E-04 0.720209 2.34E04 

75° 4.36E-07 2.70E-03 1.35E-07 

90° 2.2E-05 1.53E-02 1E-06 

Based on Table 1, it is known that the LSTM model has better performance compared to 

the SARIMA model.  With the characteristics of the erosion mass data used is data that 

has nonlinear tendency, this clearly shows that LSTM has better performance in 

identifying nonlinear data. As for the SARIMA model, although it is equipped with the 

ability to detect seasonal components in the data, it is insufficient to understand the 

erosion mass data with complex characteristics due to the erosion mass value being 

influenced by various physical parameters. However, the hybrid SARIMA-LSTM model 

shows superior performance compared to LSTM and successfully addresses the 

shortcomings of SARIMA in understanding non-stationary and non-linear data. The 

SARIMA-LSTM model is able to demonstrate its ability to identify non-linear 

characteristics by identifying residuals obtained from the SARIMA model and actual 

data.  
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Figure 4. RMSE value of the LSTM Model on Valve Opening  

(a) 20°, (b) 30°, (c) 45°, (d) 60°, (e) 75°, and (f) 90°. 

In addition, we are also conducting the LSTM models performance test model 

using RMSE. The comparison between the LSTM model for erosion prediction and 

residue prediction can be seen on Figure 4. Using the same LSTM architecture, it can be 

seen that the RMSE form LSTM Residue model has a smaller value that the LSTM 

Erosion model. This shows that the combination of SARIMA and LSTM models to 

predict erosion can significantly improve the LSTM performance. Through residual data, 



 84 Azhar Aiman Dzulfiqar, Julian Evan Chrisnanto, Budi Adiperdana 

 

LSTM learns complex patterns in erosion mass data that change over time. The learning 

process of LSTM aims to consider the interaction of other parameters such as particle 

size, particle density, valve material, valve structure, and fluid flow that essentially affect 

the erosion mass value at each time-step.  

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Figure 5. SARIMA-LSTM fitting results on erosion mass data with Valve Opening  

(a) 20°, (b) 30°, (c) 45°, (d) 60°, (e) 75°, and (f) 90°. 
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In this study, we also observe the SARIMA-LSTM capabilities in forecasting the 

erosion mass value for the next 30 time-steps. The results of the erosion mass forecast for 

each valve opening can be seen in Figure 6.  

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Figure 6. Hybrid SARIMA-LSTM erosion mass forecast results on valve opening  

(a) 20°, (b) 30°, (c) 45°, (d) 60°, (e) 75°, and (f) 90°. 

Figure 6 shows the good ability of the SARIMA-LSTM model in forecasting erosion 

mass value. This is indicated by the forecast results which provide an erosion mass value 

that increase over time. In theory, the erosion mass will increase over time due to the 
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effect of solid particle collisions that continuously hit the valve disc and are also 

influenced by various parameters related to fluid flow. The value of the forecasted erosion 

mass in each graph looks to have a pattern which is obtained from the ability of LSTM as 

an artificial intelligence model that is able to learn long-term interdependencies on data.  

4. Conclusion 

This study successfully implemented the hybrid SARIMA-LSTM model for 

predicting erosion mass on butterfly valves. The Hybrid SARIMA-LSTM model shows 

its advantages in predicting erosion mass compared to the SARIMA model and the LSTM 

model on each erosion mass data. The LSTM model combined with the SARIMA model 

proved to have a significant increase in performance in terms of RMSE value. The hybrid 

SARIMA-LSTM model also successfully forecast the erosion mass value up to 30 time-

steps. These results provide an open possibility to apply the hybrid SARIMA-LSTM 

model in the oil and gas industry directly to observe erosion mass value over time. In 

future study, researchers can still investigate the performance of this model using real 

experimental data and conduct a more thorough validation of the forecast data generated 

by the hybrid SARIMA-LSTM model. 
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